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ACTC ToolsACTC Tools
nn GoalGoal

ØØ Complement IBM application performance tools Complement IBM application performance tools 
offeringsofferings

nn MethodologyMethodology
ØØ Development inDevelopment in--house and in collaboration with house and in collaboration with 

universities, research labs, and industry universities, research labs, and industry 
ØØ Deployment “AS IS” to make it rapidly available to Deployment “AS IS” to make it rapidly available to 

the user community for use and evaluationthe user community for use and evaluation
ØØ Close interaction between tools builders and Close interaction between tools builders and 

application developers for quick feedback for application developers for quick feedback for 
functionality enhancementsfunctionality enhancements

nn Disclaimer:Disclaimer:
ØØ Member of IBM ResearchMember of IBM Research
ØØ Many designs invented in IBM ResearchMany designs invented in IBM Research
ØØ Not all became productNot all became product
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DisclaimerDisclaimer

•• Member of IBM Research Member of IBM Research 
•• Many designs invented in Many designs invented in 

IBM ResearchIBM Research
•• Not all became productNot all became product
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Current Collaboration EffortsCurrent Collaboration Efforts
nn CEPBA (UPC) CEPBA (UPC) -- JesusJesus Labarta Labarta 

ØØ Performance analysis of OpenMP programsPerformance analysis of OpenMP programs
ØØ UTE / DPCL / Paraver interfaceUTE / DPCL / Paraver interface

nn U. Illinois U. Illinois -- Dan Reed, DavidDan Reed, David PaduaPadua, &, & Josep TorrellasJosep Torrellas
ØØ Pablo performance analysis and visualization system & I/OPablo performance analysis and visualization system & I/O
ØØ Compiler support for data distribution and localityCompiler support for data distribution and locality

nn U. Maryland U. Maryland -- Jeff HollingsworthJeff Hollingsworth
ØØ DyninstDyninst on AIXon AIX
ØØ Sigma & dynamic system for performance analysisSigma & dynamic system for performance analysis

nn U. Wisconsin U. Wisconsin -- Bart millerBart miller
ØØ ParadynParadyn on AIXon AIX
ØØ Tools scalability on large parallel systemsTools scalability on large parallel systems
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OutlineOutline

nn HPM ToolkitHPM Toolkit
ØØ Status and onStatus and on--going workgoing work

nn DPCL ToolsDPCL Tools
ØØ CEPBA CollaborationCEPBA Collaboration

nn UTE ToolsUTE Tools
ØØ UTE Gantt ChartUTE Gantt Chart

nn SiGMASiGMA
nn WSMPWSMP

ØØ Watson Sparse Matrix PackageWatson Sparse Matrix Package

David Klepacki klepacki@us.ibm.com

PMAPI (AIX 5)PMAPI (AIX 5)

nn Performance monitor API (PMAPI) Performance monitor API (PMAPI) --
developed by the IBM server division at developed by the IBM server division at 
the Austin labthe Austin lab

nn Provide performance monitor data access Provide performance monitor data access 
at various levelsat various levels

nn Extension of the regular thread contextExtension of the regular thread context
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HPM Toolkit GoalsHPM Toolkit Goals

nn Correlate parallel source code with hardware Correlate parallel source code with hardware 
and software performance measurementsand software performance measurements

nn Help to identify causes of performance Help to identify causes of performance 
problemsproblems

nn Low instrumentation overheadLow instrumentation overhead
nn Flexible and easy to use interfaceFlexible and easy to use interface
nn MultiMulti--language supportlanguage support
nn Portability (AIX & Linux)Portability (AIX & Linux)
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HPM Toolkit ComponentsHPM Toolkit Components
nn hpmcounthpmcount

ØØ Starts a program and at the end of the execution Starts a program and at the end of the execution 
provides a summary output with:provides a summary output with:
v Wall clock time
v Resource utilization statistics
v Hardware performance counters information
v Derived hardware metrics

nn libhpmlibhpm
ØØ Instrumentation library for performance Instrumentation library for performance 

measurement of Fortran, C, and C++ applicationsmeasurement of Fortran, C, and C++ applications

nn hpmvizhpmviz
ØØ Graphical user interface for visualization of hardware Graphical user interface for visualization of hardware 

performance dataperformance data
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HPMVIZHPMVIZ
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42

Measurement ProcessMeasurement Process

hpmStart

hpmStop

Compute
Meaning 
Of Life

library ops.
start timer
start counters

stop counters
stop timer
library ops.

hpmTerminate

hpmInit
Initialize 

counters
hpmStart
hpmStop

hpmStart
hpmStop
terminate counters
compute derived

metrics 
print performance

file

66
??42
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Current StatusCurrent Status

nn Downloadable via http://alphaworks.ibm.comDownloadable via http://alphaworks.ibm.com
nn Power 4  and AIX 5.1 supportPower 4  and AIX 5.1 support
nn Automatic hardware counters profilerAutomatic hardware counters profiler

ØØ Function level (loop level with OpenMP)Function level (loop level with OpenMP)
ØØ Binary instrumentation with DPCLBinary instrumentation with DPCL
ØØ Functionality to filter or to select functionsFunctionality to filter or to select functions
ØØ Call graph generated during instrumentationCall graph generated during instrumentation

nn New New VisualizerVisualizer
ØØ Call graph visualization supportCall graph visualization support
ØØ Functionality to combine metrics from different runsFunctionality to combine metrics from different runs

David Klepacki klepacki@us.ibm.com

AUTOHPMAUTOHPM

nn Automatic HPM instrumentation Automatic HPM instrumentation 
nn Simple interfaceSimple interface

ØØ > > autohpmautohpm a.outa.out
nn SupportSupport

ØØ serialserial
ØØ threadedthreaded
ØØ MPIMPI
ØØ mixed applicationsmixed applications

nn InstrumentationInstrumentation
ØØ FunctionsFunctions
ØØ Loops (OpenMP)Loops (OpenMP)
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ACTC ACTC -- CEPBA Collaboration CEPBA Collaboration 

nn CEPBA performance toolsCEPBA performance tools
ØØ TracingTracing

v OMPtrace and OMPItrace

ØØ Visualization and analysisVisualization and analysis
v Paraver

David Klepacki klepacki@us.ibm.com

OMPtrace andOMPtrace and OMPItraceOMPItrace

nn OpenMP and MPI instrumentationOpenMP and MPI instrumentation
nn Interfaces withInterfaces with

ØØ DPCLDPCL
ØØ PMAPIPMAPI

nn Automatic instrumentationAutomatic instrumentation
ØØ Entry and exit of user functions with parallel loops + Entry and exit of user functions with parallel loops + 

user specified functionsuser specified functions
ØØ Parallel functions generated by the compiler to Parallel functions generated by the compiler to 

encapsulate loop bodyencapsulate loop body
ØØ MPI callsMPI calls
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ØØ LocksLocks

Program Analysis Program Analysis -- ParaverParaver

nn Basics:Basics:
ØØ FunctionsFunctions
ØØ LoopsLoops

x_solve y_solve z_solve rhs

nn Hardware counters:Hardware counters:
ØØ TLB missesTLB misses
ØØ L1 missesL1 misses
ØØ ……

David Klepacki klepacki@us.ibm.com

PE BenchmarkerPE Benchmarker

nn Developed by the Performance Tools Developed by the Performance Tools 
group at the IBM Poughkeepsie Labgroup at the IBM Poughkeepsie Lab

nn Performance Collection ToolPerformance Collection Tool
ØØ MPI eventsMPI events
ØØ User defined eventsUser defined events
ØØ Hardware performance countersHardware performance counters

nn Performance Visualization ToolPerformance Visualization Tool
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Unified Trace Environment Unified Trace Environment -- UTEUTE

nn Provides a unified and easily expandable Provides a unified and easily expandable 
trace environment for MPI and other trace environment for MPI and other 
software layers on IBM SP systemssoftware layers on IBM SP systems

nn Uses AIX trace facilityUses AIX trace facility
nn Uses standard PMPI profiling interfaceUses standard PMPI profiling interface
nn Trace files generated independentlyTrace files generated independently
nn Generates periodic global clock recordGenerates periodic global clock record
nn Provides routines to generate userProvides routines to generate user--defined defined 

eventsevents

David Klepacki klepacki@us.ibm.com

Trace Generation StepsTrace Generation Steps

Source code

Executable

Trace library

Compile and link

Execute

Raw trace file
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Paraver fileSLOG file

Format conversion

Visualization

PostPost--Processing StepsProcessing Steps

Raw trace files

Convert/Merge

Interval file

Statistics generation

Visualization
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UTE Visualization ToolsUTE Visualization Tools

nn Statistical viewerStatistical viewer
nn JumpshotJumpshot
nn UTE Gantt chartUTE Gantt chart
nn ParaverParaver
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Statistics Generation UtilityStatistics Generation Utility

nn Reads individual UTE interval files or Reads individual UTE interval files or 
merged onesmerged ones

nn A declarative language. Example: table A declarative language. Example: table 
name=sample condition=(start < 2) name=sample condition=(start < 2) 
x=(“node”, node) x=(“processor”, cpu) x=(“node”, node) x=(“processor”, cpu) 
y=(“y=(“avgavg(duration)”, (duration)”, duradura, , avgavg))

nn Field names (start, node, cpu, duration) are Field names (start, node, cpu, duration) are 
defined in the profiledefined in the profile

nn PrePre--defined statisticsdefined statistics

David Klepacki klepacki@us.ibm.com

Statistics ViewerStatistics Viewer
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UTE Gantt ChartUTE Gantt Chart

nn Reads individual or merged filesReads individual or merged files
nn Functions: zoom in/out, hide/showFunctions: zoom in/out, hide/show
nn Integrated views: many in oneIntegrated views: many in one

ØØ DisconnectedDisconnected--state thread viewstate thread view
ØØ NestedNested--state thread viewstate thread view
ØØ CPU (processor) viewCPU (processor) view
ØØ ThreadThread--processor viewprocessor view

nn Call sequence viewerCall sequence viewer
nn Source code browserSource code browser

David Klepacki klepacki@us.ibm.com

•Thread View

•Processor View

UTE Gantt ChartUTE Gantt Chart

•Call sequence 
view

•Source code 
browser



13

David Klepacki klepacki@us.ibm.com

UTE UTE -- Paraver InterfaceParaver Interface
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nn Where is the memory?Where is the memory?

Simulator Guided Memory AnalyzerSimulator Guided Memory Analyzer

nn MotivationMotivation
ØØ Efficient utilization of the memory subsystem Efficient utilization of the memory subsystem 

is a critical factor to obtain performance on is a critical factor to obtain performance on 
current and future architecturescurrent and future architectures

nn Goals: Goals: 
ØØ Identify bottlenecks, problems, and Identify bottlenecks, problems, and 

inefficiencies in a program due to the inefficiencies in a program due to the 
memory hierarchymemory hierarchy

ØØ Support serial and parallel applicationsSupport serial and parallel applications
ØØ Support present and future architecturesSupport present and future architectures



14

David Klepacki klepacki@us.ibm.com

SiGMA OverviewSiGMA Overview

nn Family of tools to understand the memory Family of tools to understand the memory 
subsystemsubsystem
ØØ Focus on detailed statisticsFocus on detailed statistics
ØØ Complement existing hardware countersComplement existing hardware counters

nn Ability to handle real applicationsAbility to handle real applications
ØØ Fortran and CFortran and C
ØØ Serial and parallel programsSerial and parallel programs

nn Provide hints about restructuringProvide hints about restructuring
ØØ Padding (both inter and intra data structures)Padding (both inter and intra data structures)
ØØ Loop restructuringLoop restructuring
ØØ Blocking parametersBlocking parameters

David Klepacki klepacki@us.ibm.com

ApproachApproach

nn Instrument program automaticallyInstrument program automatically
nn Run instrumented programRun instrumented program

ØØ Capture full information about memory useCapture full information about memory use
ØØ Produce compact traceProduce compact trace

v Extracts loops and memory strides

nn Post execution toolsPost execution tools
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Representing Program ExecutionRepresenting Program Execution

nn Capture full execution behaviorCapture full execution behavior
ØØ Record all basic blocks and memory addressesRecord all basic blocks and memory addresses
ØØ Produces large traces (due to looping)Produces large traces (due to looping)

Base
Stride

Coun
tLength

BLK1 ADR ADR ADRBLK2
100 200 300

4 4 4
300 500

4 4

ADR ADR
250

7

BLK3RPT

nn Trace compressionTrace compression
ØØ Maintain pattern bufferMaintain pattern buffer
ØØ Scan for repeating patternsScan for repeating patterns

vv Extract memory stridesExtract memory strides
ØØ Repeat algorithm for nested loopsRepeat algorithm for nested loops
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Post Execution ToolsPost Execution Tools
nn Memory profilerMemory profiler

ØØ Convert memory references back to array referencesConvert memory references back to array references
ØØ Share of accesses due to each data structureShare of accesses due to each data structure
ØØ Capacity, cold, and conflict misses can be identifiedCapacity, cold, and conflict misses can be identified

nn Graphical user interface Graphical user interface 
ØØ Trace, source code, and data structure correlationTrace, source code, and data structure correlation

nn Cache prediction toolCache prediction tool
ØØ Predict cache misses using symbolic equationsPredict cache misses using symbolic equations

nn Detailed simulatorsDetailed simulators
ØØ Cache simulatorCache simulator
ØØ TLB simulatorTLB simulator
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Sigma Memory DumpSigma Memory Dump

nn Takes as input a trace file and the specifications of Takes as input a trace file and the specifications of 
the memory subsystem. the memory subsystem. 
ØØ Supports writeSupports write--back, writeback, write--through caches, and the through caches, and the 

hardware hardware prefetcherprefetcher..

nn Runs the cache simulation and dumps data into a Runs the cache simulation and dumps data into a 
4D repository containing:4D repository containing:
ØØ ControlControl--flow (modules, functions, code segments)flow (modules, functions, code segments)
ØØ Data structuresData structures
ØØ Metrics (Metrics (LoadMissesLoadMisses,, LoadHitsLoadHits etc)etc)
ØØ Cache levels (L1, L2, TLB ...)Cache levels (L1, L2, TLB ...)


